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Abstract

The surface-directed spinodal decomposition (SDSD) of polymer binary mixture with different values of surface potential is numerically
simulated in three-dimension (3D) by cell dynamic systems (CDS). Furthermore, the growth laws of the wetting layer are theoretically analyzed
by the current equation and the dynamical scaling. The results show that the thickness of the wetting layer increases with the increasing surface
potential. The crossover, which is later for larger values of surface potential, appears in the evolution curve of the wetting layer. Before the
crossover, the growth law is the surface potential dependant growth law. Subsequently, the growth law is the typical LifshitzeSlyozov (LS)
growth law. The results indicate that the surface potential can result in the mutual transformation between completely wetting and partially
wetting for the substrate interface. It can be found that the higher surface potential leads to the faster and stronger transmission of the effect
of the substrate on the spinodal decomposition in the bulk.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

The SDSD has been paid much attention in recent years
since it is of great importance in both the theoretical study
and the industrial application [1e3]. In this case, the substrate
interface is completely or partially wetted by the preferred
component and becomes the origin of anisotropic spinodal
decomposition waves, which propagate into the bulk perpen-
dicular to the substrate surface [2,3].

This problem is also of great experimental interest, and was
first studied by Jones et al. [3] in the context of phase separat-
ing polymer mixtures in a ‘‘semi-infinite’’ geometry. These
authors examined laterally averaged composition profiles as
a function of distance from the substrate surface. They found
that the phase morphology near the substrate is time dependant
and propagates into the bulk. There have been many
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subsequent experiments on this problem [4e23]. For example,
Guenoun et al. [4] and others [5e7] found that the phase
growth parallel to the substrate surface was suppressed and,
if a power law fit was attempted, it would show a crossover
of the exponent from 1/3 to 1/2. It is of even greater interest
to study the opposite limit of a strong surface field [8,9]. In
this case, there is rapid formation of a multi-cross-sectioned
structure near the substrate surface. Recent interest has also
focused on SDSD in other contexts, such as SDSD on pat-
terned substrates [10,11], spinodal dewetting [12,13] and so
on [14e23].

Along with the experimental observation, computer simula-
tion plays an increasingly important role in understanding the
mechanism of morphological changes in binary mixture [24e
40]. The first phenomenological model of SDSD was proposed
by Puri and Binder [24]. This and similar models have been
studied analytically and numerically by various authors [25e
29]. The SDSD of binary mixture has also been extensively
investigated by cell dynamic system (CDS) [30e32], micro-
scopic models (e.g. the spin-exchange Ising model) [33,34]
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and Monte Carlo simulation [35]. These modelings have also
been extended naturally to the problem of phase separation
in a confined geometry (e.g. thin film), where novel physical
effects arise due to the interplay for SDSD waves arising
from different boundaries. For instance, Puri, Binder, and
Frisch have studied domain growth adjacent to the wetting
layer for both a critical quench [25,26] and an off-critical
quench [27,28] with a variety of surface potentials. Marko
[30] also considered SDSD in 2D with both short-range and
long-range surface forces by CDS. Employing Monte Carlo
simulation, Rysz [35] studied the SDSD in thin polymer blend
film.

In our previous study [32], the morphology and dynamics
of the polymer binary mixture for SDSD in 3D have been stud-
ied by CDS, focusing on the dynamic behavior of parallel
cross-sections. As our concern was the dynamical behavior
of the parallel cross-section, the simulations were done with
a certain surface potential. It should be pointed out that the
growth mechanism of the wetting layer has an important cor-
relation with the surface potential [2,9]. So, it is important to
study the effect of the varying surface potential by numerical
simulation.

In the present paper, the SDSD with different values of sur-
face potential will be numerically simulated in 3D by CDS.
Our main purposes are to give the detail relationship between
the surface interaction and the wetting layers, and to exhibit
dynamical behaviors of the parallel and perpendicular cross-
sections with different values of surface potential.

2. Models and algorithm

The dynamics and morphology evolution are described by
the CHC equation for diffusive field, which can be written
as [41]

vjðr; tÞ
vt

¼MV2 dFðjðr; tÞÞ
djðr; tÞ þ hðr; tÞ ð1Þ

Here jðr; tÞ ¼ fðAÞ � fðBÞ is the order parameter of the
system at point r at time t. fðAÞ and fðBÞ are, respectively,
the local volume fraction of components A and B. We have
used the fact that jðr; tÞ is a conserved order parameter. M
is a phenomenological parameter. Fðjðr; tÞÞ is usually the
coarse-grained free-energy function. In the present study, we
have chosen z axis as the direction of the surface effect and
consider a substrate surface located at z ¼ 1. Thus, for the
surface-directed spinodal decomposition, Fðjðr; tÞÞ can be
defined as [30]
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where S(z) describes the surface fields and T is the tempera-
ture. 3, u and c are phenomena parameters and can be related
to the molecular characteristics [42]. This model with n ¼ 1; 2
surface potentials is the basic model used to study equilibrium
wetting phenomena [30,43]. The case with n ¼ 1, which
considers the difference between the interfacial tensions of
the two pure components with the surface, indicates an inte-
grated substrate potential. However, the n ¼ 2 fields oppose
the formation of either ordered phase due to the smaller coor-
dination number of molecules at the surface compared to those
in the bulk [30]. n ¼ 1 is set in the simulation that indicates an
integrated substrate potential in the present paper. And hðr; tÞ
is a Gaussian white noise, representing the thermal fluctuation,
with mean zero and correlation

hhðr; tÞhðr0; tÞi ¼ �2kBTMV2dðr� r0Þdðt� t0Þ ð3Þ

where T is the temperature of the fluid and h.i denotes the
ensemble average. As a minimal model, any hydrodynamic
effects and possible nonlocality in the mobility coefficient
can be ignored [44,45]. For simplicity, the thermal noise is
also neglected in this simulation. But we must point out that
the thermal noise has an effect on the final phase morphology
to a certain extent. The effect of noise has been discussed in
the other work [46]. The driving force of the phase separation
is due to the chemical potential mðr; tÞ with mðr; tÞ ¼
dFðjðr; tÞÞ=djðr; tÞ. According to Eq. (2), the chemical
potential has the form

mðr; tÞ
kBT

¼ 3jðr; tÞ þ ujðr; tÞ3�cV2jðr; tÞ �
X

n

SðnÞðzÞjn�1 ð4Þ

with the substitution of the dimensionless variables
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Then, Eq. (2) becomes

vjðr;tÞ
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The boundary conditions at the substrate can be defined as

Vmðr;tÞ ¼ 0jZ¼1

Vjþ
X

n

SðnÞjn�1 ¼ 0jZ¼1 ð7Þ

Eq. (4) is numerically solved by CDS proposed by Puri and
Oono [47,48]. In the 3D CDS, the system is discretized on an
La � La � La cubic lattice. And the order parameter of each
cell is defined as jðr; tÞ, where r ¼

�
rx; ry; rz

�
is the lattice

position and rx, ry and rz are the integers between 1 and La.
According to CDS, the polynomial jþ j3 � V2j is replaced
by A tanh j� jþ D½hhjii � j�, where A is a phenomenologi-
cal parameter characterizing the quenching depth and D can be
related to the interfacial free energy. And hhjðrÞii represents
the following summation of jðrÞ for the nearest neighbors
ðr:Þ, the next-nearest neighbors ðr:r:Þ, and the next-next-near-
est neighbors ðr:r:r:Þ
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hhjðrÞii ¼ B1

X
r¼r:

jðrÞ þB2

X
r¼r:r:

jðrÞ þB3

X
r¼r:r:r:

jðrÞ ð8Þ

where B1, B2, and B3 are 6=80, 3=80 and 1=80, respectively for
the 3D system. Considering only a long-range ‘‘van der
Waals’’ potential, the surface effect can be transformed into
SðZÞ ¼ Hað1þ ðZ � 1ÞQÞ�1, where Ha measures the strength
of the surface potential and Q ¼ 3 specifies its range [30]. In
this case, the sum

P
Z SðZÞz1, and so Ha is of order of the

total integrated surface potential. Then, Eq. (6) is transformed
to the following difference equation:

jðr;tþ 1Þ ¼ jðr;tÞ �RðhhIðr;tÞii � Iðr;tÞÞ ð9Þ

with

Iðr;tÞ ¼ A tanh j�jþD½hhjii �j� þ SðZÞ ð10Þ
Discretizing the boundary conditions, i.e. Eq. (7), at

substrate surface (z¼ 1) gives jð�1; tÞ ¼ jð1; tÞ and
Ið�1; tÞ ¼ Ið1; tÞ. Furthermore, the periodic boundary con-
ditions are used in the x and y directions and free boundary
conditions are applied at the other end in the z direction.

The parameters are set A ¼ 1:3, D ¼ 0:7 and R ¼ 1 in the
present simulation, respectively. Different values of Ha were
selected to investigate the effects of the surface potential.
Our simulation was carried out on La � La � La ¼ 64� 64�
64 3D cubic lattice. And the dimensionless spatial increment
is Dx ¼ Dy ¼ Dz ¼ 1. The dimensionless time step is set as
Dt ¼ 1. The range of the field j at t ¼ 0 is �j� s � j � �jþ s
with the random fluctuation s ¼ 0:1, where the spatial average
of j is �j ¼ 0. The initial conditions correspond to the case of
critical quenches.
3. Results and discussions

3.1. Time evolution of simulated patterns with different
surface potentials

We would first like to show how SDSD develops in 3D.
Fig. 1 indicates the pattern evolution of SDSD with Ha ¼
0:4. In Fig. 1, the regions with positive order parameter (A
rich phase; say, A-rich) are marked. It can be clearly seen
from Fig. 1 that the wetting surface layer changes rapidly
and becomes an A-rich cross-section, followed by B-rich
cross-section. The longer the time, the thicker the A-rich
cross-section is. Next to the B-rich cross-section, one can
see a very clear two-phase structure showing a typical
percolated network patterns before t ¼ 800. However, after
t ¼ 800, the break-up of the percolated network can be found.
The percolated network gradually disrupts or breaks up into
many fragments. With further increasing time, the irregularly
shaped fragments shrink and then reshape into many aniso-
tropic drops and droplets. The simulation reproduces the basic
features of experimental observation [14e20].

The simulated pattern evolution with Ha ¼ 0:02 is shown in
Fig. 2. In contrast to Fig. 1, it is found that the substrate sur-
face is only partially wetted by component A with many holes,
which is really component B, in it. And with the increasing
time, the holes in the wetting layer become gradually bigger.
The wetting layer coarsens and almost disappears in the later
time. This demonstrates that the weaker surface potential can
lead to a partially wetting surface layer. In other words, the
surface potential can result in the mutual transformation
between completely wetting and partially wetting for the
x

y

z

Fig. 1. Simulated pattern evolution of surface-directed spinodal decomposition in 3D with Ha ¼ 0:4.
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Fig. 2. Simulated pattern evolution of surface-directed spinodal decomposition in 3D with Ha ¼ 0:02.
substrate interface, which is basically consistent with Marko’s
report [30].

3.2. Effects of the surface potential on the mechanism of
the wetting layer

Fig. 3 shows the averaged profiles in the z direction for the
evolution of the patterns of Fig. 1. The averaged profiles are
obtained by averaging the order parameter profile
jðx; y; z; tÞ of the cross-sections along z axis as Eq. (11)
with Nx;y ¼ javð0; tÞ for a single run and then ensemble
averaging over 50 different runs,
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Fig. 3. The averaged profiles in the z direction at different times with Ha ¼ 0:4.
javðz;tÞ ¼
1

Nx;y

X
x;y

jðx; y; z;tÞ ð11Þ

It is seen that the hallmark of SDSD, i.e. a profile that
oscillates with a characteristic wavelength, is presented near
the substrate surface, which slowly propagates out into the
bulk. And the averaged profiles decay to zero in the bulk
where spinodal decomposition waves are isotropic and
randomly oriented. The thickness of the wetting layer can be
measured by finding the Z position RðtÞ of the first zero of
the Z-order parameter profile.

Fig. 4 shows the evolution of RðtÞ with the increasing time,
t, in the logelog scale. It can be found that the values of RðtÞ
increase with the increasing Ha. On the other hand, the thick-
ness of the wetting layer for different values of Ha evolves
with almost the same speed initially and then cross over to
a faster growth. The crossover is later for larger values of
Ha and, it is obvious that the crossover does not appear during
the current time when the value of Ha is more than 0.7. Before
the crossover, the growth law is RðtÞft1=5, demonstrating the
surface potential dependant growth law [27]. Subsequent to
the crossover, the accelerated growth seems to fit a faster
law with about RðtÞft1=3, indicating the typical LS growth
law [49].

How can one understand these results? Fig. 5 is the sche-
matic diagram showing the enrichment of the wetting layer
in side view. The preferred component, A, must feed the wet-
ting layer due to the attraction of the substrate, and this
requires diffusion through the depletion zone [30]. In this
case, the wetting layer grows due to two contributions to the
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chemical potential gradient (or current): (a) the surface poten-
tial gradient drives A to the wetting layer with a current
dSðZÞ=dZjZ¼R; (b) the intrinsic chemical potential (due to local
curvature) is higher on the curved surface of bulk phase than
on the flat wetting layer. Synthetically considering these
two contributions, the current JZ at Z¼ R can be estimated
as follows [27,28]:

dR

dt
¼�JZz

QHa

RQþ1
þ s

R0R

�
1þ 1þ �j

1� �j

�
ð12Þ

where s is the surface tension and R0 is the bulk length scale.
The bulk length scale obeys the LS growth law, i.e. R0ðtÞ ¼
f ð�jÞðstÞ1=3, where the function f ð�jÞ is known analytically
in the limit j�jj/1 [50,51], and studied numerically for other
values of �j [47,48]. As R grows with time, the first term on the
right-hand side of Eq. (12) is dominant at the early stage and
the second term is dominant at the late stage. This yields the
growth regimes as

RðtÞz
½QðQþ 2ÞHa�1=ðQþ2Þ

t1=ðQþ2Þ; t� tcffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3

f ð�jÞ
ð1þ �jÞ
ð1� �jÞ

s
ðstÞ1=3

; t� tc

8>><
>>: ð13Þ

where tc is the crossover time and can be obtained by equating
the early-time and late-time scales as
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Fig. 4. The plot of the thickness of the wetting layer, RðtÞ, with the increasing

time, t, in the logelog scale. The inset is the data in the late stage.

Fig. 5. The schematic diagram showing the enrichment of the wetting surface

layer in side view.
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Clearly, the growth law of the wetting layer in the early
stage obeys RðtÞft1=ðQþ2Þ, which is the surface potential
dependant growth law. As Q ¼ 3 is set in the simulation,
the growth law in the present study is RðtÞft1=5 in the early
stage. The asymptotic growth law in the late stage is
RðtÞft1=3, i.e. an LS growth law. It can be found from Eq.
(14) that the crossover between the potential dependant growth
regime and the LS growth regime can be extremely delayed
with the increasing Ha.

It has been demonstrated theoretically [52] and experimen-
tally [4] that when there is only one relevant length scale pres-
ent, or when all length scales have the same growth law,
dynamical scaling should occur. Fig. 6 shows the rescaled
averaged profiles in the early stage and the late stage,
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Fig. 6. The rescaled averaged profiles at different times with Ha ¼ 0:6. (a) In

the early stage. (b) In the late stage.
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respectively with Ha ¼ 0:6. From Fig. 6(a), it can be found
that the variation of the rescaled profiles in the early stage
can be divided into three regimes. In the first and the third re-
gimes, the profiles at different times fall on a master curve, re-
spectively, demonstrating the dynamical scaling in these two
regimes. However, there is no dynamical scaling in the second
regime. As the dynamical behavior in the second regime is
affected by those both in the first regime and in the third
regime, these results demonstrate that the growth laws in the
first and third regimes are different. According to the previous
results [49], it can be known that the bulk growth law (the third
regime) is LS growth law and the growth law near the sub-
strate surface (the first regime) is surface potential dependant
growth law. Fig. 6(b) shows the rescaled profiles in the late
stage. It is seen that the profiles at different times fall on a
master curve, indicating the same dynamical scaling and
growth law in all values of Z. As a matter of fact, the growth
law is the LS growth law.

From Eq. (13), it can be found that the thickness of the
wetting layer, RðtÞ, obeys the rule of RðtÞfHa1=ðQþ2Þ in the
early stage with the increasing Ha. In the late stage, RðtÞ
has no relation with Ha. Fig. 7 shows the plots of the thickness
of the wetting layer, R, with different values of Ha at t ¼ 500
and t ¼ 6000. The inset is the plot at t ¼ 500 in the logelog
scale. The figure illustrates that R increases markedly with the
increasing Ha. And the rule at t ¼ 500 is about RfHa1=5. It
can also be found that the values of R with different values of
Ha only fluctuate involving a certain value. All these simu-
lated results are basically consistent with the theory analysis
result as Eq. (13).

3.3. Effects of the surface potential on the evolution of
the phase morphology

In order to more clearly understand the effects of the sur-
face potential on the evolution of the phase morphology,
some cross-sections perpendicular and parallel to the substrate
surface with different values of Ha are investigated.
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Fig. 7. Plots of the thickness of the wetting layer, R, with different values of Ha

at t ¼ 500 and t ¼ 6000. The inset is the plot at t ¼ 500 in the logelog scale.
Fig. 8 shows the evolution of the phase morphology at z ¼
12 with different values of Ha. The original conditions are the
same. It is obvious that the evolutions of the phase morphol-
ogy have almost the same change rule. Component A increases
at the initial stage and the phase structure is from dispersed
particle structure to the typical percolated phase structure. In
the late stage, many holes, which become bigger gradually,
appear. It can be found that the inversion of the phase structure
appears during the separation with the fluctuation of the com-
ponent concentration. The phase inversion is earlier as the
increasing Ha. Furthermore, it is seen that t, the degree of
the phase separation, increases with the increasing Ha. The
phase structure at Ha ¼ 0:02 is almost always the typical
percolated phase structure in spite of the fluctuation of the
component concentration.

Fig. 9 shows the evolution of the phase morphology in y
direction with y ¼ 32 and with different values of Ha, but
the same original conditions. When the value of Ha is 0.2
and 0.4, the surface domain rapidly develops an enriched layer
(in the preferred component, A) followed by a depleted layer.
Next is another enriched layer, which has about the same
average thickness as the enriched layer adjacent to the sub-
strate. Farther from the substrate, the domain pattern has just
the characteristic structure of bulk spinodal decomposition.
The dynamics of phase separation in the vicinity of the
substrate is enhanced because of the orientation effect of the

Fig. 8. Simulated pattern evolution of the parallel cross-section at z ¼ 12 along

z axis with different values of Ha. The time is 150, 500, 800, 1500, 2000 and

4000 from up to down.
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surface layer which preferentially aligns domains parallel to
the surface [32]. This results in anisotropy of domain growth
parallel and perpendicular to the surface, in the vicinity of
the surface. The degree of anisotropy decreases with increas-
ing Z and the bulk is isotropic. It is also found that the degree
of the phase separation increases with the increasing Ha. The
wetting layer with Ha ¼ 0:4 is thicker than that with Ha ¼ 0:2
and, the substrate is only partially wetted with Ha ¼ 0:02.

All the above results indicated that the higher surface
potential of the substrate could enhance the degree and speed
of the phase evolution. And the surface potential could result
in the mutual transformation between completely wetting and
partially wetting for the substrate interface.

3.4. Effects of the surface potential on the dynamical
behavior

3.4.1. Dynamical behavior of the cross-section parallel to
the substrate

In this section, we define the characteristic length scale of
the pattern size based on the scattering function, Sðk; tÞ.
And the characteristic length hki is defined as

hki ¼
R

kSðk;tÞdkR
Sðk;tÞdk

ð15Þ

Fig. 9. Simulated pattern evolution of the perpendicular cross-section at y ¼ 32

along y axis with different values of Ha. The time is 150, 500, 800, 1500, 2000

and 4000 from up to down.
Fig. 10 shows plots of hki against time t at Z¼ 22 with
Ha¼ 0.1, 0.3 and 0.6. All results are averaged over 50 inde-
pendent runs. It is found that the plots can be superposed in
the early stage. However, these plots cross over at different
times in the late stage, respectively. On the other hand, the
length-scale data for different values of Ha evolves with
almost the same speed initially and then cross over to a faster
growth as the effect of the substrate is transported and
inducted. The inset clarifies the crossover. Before the cross-
over, the growth law is hkift�1=3, demonstrating the typical
LS growth law. Subsequent to the crossover, the accelerated
growth seems to fit a faster law with about hkift�1=2 due
to the orientation effect induced by the substrate [32]. The
crossover is earlier for larger values of Ha, demonstrating
that the higher the surface potential is, the faster the transmis-
sion speed of the effect from the substrate will be.

3.4.2. Dynamical behavior of the cross-section
perpendicular to the substrate

We next consider the dynamical behavior of the cross-
section perpendicular to the substrate by the real-space corre-
lation function which can be defined as [25,26,32]

Gðz1; z;tÞ ¼ hjðx; y; z;tÞjðx; y; zþ z1;tÞi � hjðx; y; z;tÞi
� hjðx; y; zþ z1;tÞi ð16Þ

The angular brackets refer to an averaging over initial condi-
tions and integration over x and y. Furthermore, the character-
istic length in the perpendicular direction, L, can be defined as

Gðzþ L; z;tÞ ¼ Gð0; z;tÞ=2 ð17Þ

where Gð0; z; tÞ is the maximum value of Gðz1; z; tÞ.
Fig. 11 shows plots of Lðz; tÞ against t at Z¼ 22 with

Ha¼ 0.1, 0.3 and 0.6. And the inset is the plots in logelog
scale. All results are averaged over 50 independent runs. It
is seen that the perpendicular length scales follow the LS
growth law until they experience the effect of the substrate
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surface. In the late stage, the perpendicular length scale
exhibits decelerated growth and even freezes at longer time.
The freezing does not mean that there is no temporal evolu-
tion, but a dynamical equilibrium process [32]. It can also
be found that the crossover is earlier for larger values of Ha,
demonstrating that the higher surface potential leads to faster
transmission speed of the effect of the substrate, corresponding
to Fig. 10.

Moreover, it is interesting to know two basic factors. One is
the character length which represents the distance from the
wall where the effect of wall can be neglected. The other is
the character time that oscillating profile near the substrate
surface propagates to the character length during SDSD
process. The results regarding these two basic factors may
be helpful to gain insight into the dynamical behavior of
SDSD, which will be discussed in detail in our next paper.

4. Conclusions

It is found that the thickness of the wetting layer, RðtÞ,
increases with the increasing surface potential. A crossover,
which is later for larger values of surface potential, appears
in the evolution curve of RðtÞ. Before the crossover, the
growth law is the surface potential dependant growth law.
Subsequent to the crossover, the growth law is the typical
LS growth law. These results are further proved by both the
theoretical analysis of the current equation and the dynamical
scaling of the rescaled averaged profiles. The results also show
that RðtÞ obeys the rule of RðtÞfHa1=ðQþ2Þ in the early stage
with the increasing values of the surface potential, however, in
the late stage, RðtÞ has no relation with Ha.

The results indicate that the higher surface potential of the
substrate could enhance the degree and speed of the phase evo-
lution. Moreover, the surface potential could result in the mu-
tual transformation between completely wetting and partially
wetting for the substrate interface. It is also found that higher
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Fig. 11. Plots of Lðz; tÞ against t with Ha¼ 0.1, 0.3 and 0.6 at Z¼ 22. The

inset shows the plots in the logelog scale.
surface potential leads to faster transmission of the effect of
the substrate.
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